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Abstract- A general framework and related methods are described for handling natural language social exchange between multiple agents (three or more). This extends prior work for exchange of socially relevant information between a single human user and a single virtual agent called Socialbot. The multi-agent framework described here allows each agent to track multiple agents in conversation, decide behavior based on group patterns, query for and share information appropriately, and model other agents’ minds.  The framework is based on the notion of patterns in group behavior, with hard and soft qualifications for membership, appropriate levels of intimacy, typical action options, leaders and scapegoats, subgroups, and other characteristics. A working software tool called Social-Spark was developed to demonstrate these methods. Special attention has been given to an “open” design so non-programmers can easily modify the system.
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1. MOTIVATION 
Intelligent agents are found in many places, from virtual worlds and robots to automated commercial transactions. Natural language (English, Japanese, etc) is often mentioned as a choice medium for agents to more easily collect, process, remember and share everyday information in a way familiar to people. Social information includes data such as your name and age, the various languages you speak, your mother's maiden name, your spouse's favorite color, a past career position, or any number of other facts or patterns of preferences. Many times the exchange process is structured; other times much less so. Some data is explicit; other data is implicit. What is needed to communicate socially valuable information back and forth between agents using natural language? This question is even more complex when we consider multiple agents trying to coordinate to become a socially functional group.

A general framework and some practical methods are described for handling multiple agents that use natural language to coordinate social tasks. Agents might be virtual, human or robotic. Social tasks might include getting to know everyone, discovering activity options appropriate to all agents present, and so on. This paper builds off of methods developed for one-on-one interaction that is reported elsewhere. Special attention has been given to social-psychology perspectives on group behavior, so that agents can determine responses to such questions as: what kind of groups they belong to, how much do they belong to each of their groups, to what extent do they know and trust other agents, what social task options are appropriate, and what groups other agents may belong to based on what is known about them (and vice versa). This paper reports on and showcases these advances.
A secondary goal of this project has been a system that is easily modifiable by non technical users. This includes efficient ways to link and code data for minimal computational overhead. Software implementation has been streamlined down to basic elements based on feedback from and experience with non-technical undergraduate students. The software has been a useful tool for teaching AI and Computational Social Science including multi-agency, natural language and social coordination.

2. ONE-ON-ONE INTERACTION
An earlier project called Socialbot implemented social exchange between two agents only (human and artificial). Natural language based social exchange is defined here as the passing back and forth of socially-relevant information between social agents. An example of social exchange might consist of giving one’s name, requesting and capturing a partner agent’s name, and then making inferences based on what is captured such as probable gender or ethnic background. 
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Figure 1. Example of agent interaction using natural language input and output
The dialog below taken from an actual interaction illustrates Socialbot’s capabilities:
input: good morning
bot: hello there, good evening isn’t it? nice to meet you
input: what is my name
bot: I don't know your name
input: it is Dave
bot: hello Dave, nice to meet you. Thank you for telling me your name
input: no problem, what is your name
bot: my name is Truman
input: what is 2 plus 5
bot: the sum of 2 and 5 is 7.
input: what is a horse
bot: horse is a mount creature. horse is a fantasy object. go on.
input: what month is it
bot: It is Oct
input: and what is my age
bot: I don't know your age. Either I didn't understand you or you didn't say your age
input: it is 33
bot: if you are 33 years old then you are an adult. Thank you for telling me your age
input: I am pregnant
bot: that is unlikely since you are male.
Input: blah
bot: my favorite color is red. what is yours?
input: blue. well goodbye
bot: I will remember your favorite color is blue. I like blue too. goodbye and hope to talk to you again.
When the conversation is over, the agent retains a data file with all it learned about the human user. If conversation resumes, the agent uses this data to continue the relationship. Information about length of time between conversations and number of conversations adds a sense of relationship awareness. For example, numerous short interactions have a socially different meaning than occasional long interactions, or other patterns. And repeated insults may result in the agent shutting itself down on its own.
A summary of how the software works is appropriate since the group methods to be discussed build on the one-on-one infrastructure. Briefly, information exchange necessarily involves data, so the basic element that was chosen for the one-on-one framework is the variable. Variables act as containers to label and store information. Information exchange also involves back-and-forth interaction, so the processing of input and generation of output were intimately linked to each other in the form of “behaviors.” This case-based approach is useful when social interaction is informal and ad-hoc, and does not follow a particular logic or structure. Methods were developed for capturing information using grammatical patterns, and for checking information, making inferences, committing information to memory, recalling what is learned, performing math operations, implementing situational agendas, capturing late responses to past question and ambiguous responses, web connectivity, and general context evaluation.
An agent might have dozens, hundreds of even thousands of behaviors. Each behavior handles a single back-and-forth interaction, such as detecting when the user has given her name and then making a logical inference about the user’s gender and also outputting a response. Such a behavior might also include checking against known information. Maybe the user presented a different name earlier. A simple scripting language is used to compose behaviors. An example of a simple behavior:

function = “get user name”;

IF user says “I am named X” OR “my name is X” OR “I am named after X” OR “call me X” OR “X is my name” THEN

{

IF X is a (male name) { 
user sex = “male”; Y = “sir”; 

}
IF X is a (female name) { 
user sex = “female”; Y = “ma’am”; 
}
If X is a (unisex name) { 
user sex = “unknown”; Y = “user”; 
listen(“user name”); 
output = “are you male or female?”

}
user name = X;

output = “hello Y, nice to meet you”;

expression = “wave hello”;

}
The agent’s response is socially rich. It includes an inference of the other’s sex to cue listeners about its thinking without sidetracking the conversation. If it is unsure because the user’s name is unisex, then it asks for clarification and listens for a response, with the capability of handling anaphor. The example below continues the conversation after the user has said, “my name is Robin”:
bot: hello Robin, nice to meet you. what is your sex?
input: a guy
bot: I will remember that you are male.
Input: how about you?
bot: if you mean what is my sex then I am male.
Agents’ responses also include non-verbal body language, as illustrated in Figure 2.
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Figure 2. Agents using body language
One-on-one interaction includes exchange of information about third parties. As Figure 3 shows, an agent can report on all it’s learned about someone, all the people it’s been told about, and so on.
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Figure 3. Social exchange includes accumulating knowledge about third party agents.

While this case-based approach might seem tedious to implement, it is simple to explain and modify; and the scope of this project is limited to socially relevant information. The agents do not need to discuss philosophy, solve complex problems, complete real-world tasks, or analyze data except in a rudimentary way (analyzing a written document as if it were a conversation). However, this approach does allow organic grammatical patterns, both structured and open-ended conversation, and socially (but not logically) relevant responses. A few dozen behaviors are sufficient for a single focused task; a few hundred for a broad tasks, and three to four thousand sufficient to handle a full range of everyday interactions, from citizenship to knock-knock jokes. The software implementation, Socialbot, also proved effective as a teaching aid.
3. METHODS FOR MULTI-AGENT INTERACTION
The framework for social information exchange has been expanded to include multi-agent interaction, with a focus on group membership and group behavior.
There are multiple challenges that demand moving beyond the earlier one-on-one framework. One challenge is juggling and integrating different streams of conversation with multiple users at once. Other challenges include making decisions on a team about a project. And knowing when and how to share information within a group or with outside agents. Sharing your name or favorite color is one thing; sharing your social security number, minimum bargaining price or other private or strategic information is another matter. Sharing may occur to simply exchange information, or to influence a social relationship for the purpose of negotiation, advantage or partnering. Multiple social exchanges may happen at once, may be interwoven, or consist of several steps (such as a “knock-knock” joke). Passing information between intermediaries (tell Joe to tell Mary) is also important. And agents have identities and agendas, with communication occurring in a context or a set of nested or overlapping contexts. Thus, the variable as basic unit is insufficient and interaction must be organized in a way that is relevant to various interactions going on at once and to the group culture as a whole. 
What is a group? In terms of size, we might intuitively define a group as 3 or more. However, the method described here defines a group as 2 or more agents to allow for the phenomenon of pairing within larger groups. A group is defined here as agents who share an inter-related set of characteristics: certain demographics, behaviors or action options, level of intimacy and so on. By this definition, a long-term couple is just as much a group as a short-term circle of business acquaintances at a conference. There are many culturally defined group patterns, and knowledge of group membership can inform agents about appropriate behaviors as well as the likely characteristics of other agents. 
Because there are so many challenges around group behavior, only some were tackled to  demonstrate the potential of a group-based approach. 


· Tracking multiple agents.

· Determining group patterns

· Querying for and sharing information appropriately
· Modeling other agents’ minds

· Leadership and role-taking

The framework and methods used exist on top of the one-to-one system developed earlier.

3.1 Tracking Multiple Agents
Each agent tracking who it is speaking to and who it is talking about. This is necessary for group interaction. Some agents may not be present, and information exchange may include gossip or involve one agent representing another agent. Thus, any approach should allow for presence or absence of agents and stable system of unique identification.
Information about each agent-to-agent interaction is tracked separately using an ID system. Each agent is assigned a unique ID appended to the variable names used. Example:

agent 14: agent name = Mary

agent 15: agent name = John

agent 15: agent favorite color = blue

Tracking happens automatically and is largely invisible to agents and even to a human programmer modifying the system or creating new behaviors for interaction. When dealing with other virtual agents, a unique ID could be generated randomly although for this project each agent was given a unique ID beforehand. Dealing with human agents is more complex since asking for an ID upfront is somewhat unnatural: 

bot: Excuse me, what is your ID?
input: Why it’s 54-23-91-18
bot: Oh I know you. How’s your wife?
In a vision equipped system such as the ER1 robot or a web-cam with face recognition, a human user can be assigned an ID from appearance alone. When these sensors are not present, the system asks for a human user’s ID upfront before conversation begins, to simulate the visual recognition phase of real-world interaction. This is one clue from this project that a physical environment is often necessary to have a natural-feeling social environment.
3.2 Determining Group Patterns
When agents come together they begin sharing basic information automatically, such as name (and thus sex), and other relatively public characteristics such as profession. This is actually a group pattern: agents engaging in culturally guided behaviors to feel each other out to determine which group pattern they actually belong to. This back-and-forth information gathering process mirrors that already implemented in the one-on-one system. As interaction proceeds, information about all agents is pooled and compared against an XML database of predefined common group patterns. Each group pattern is a conceptual frame with a name, soft and hard criteria for qualification, appropriate possible activities to engage in, appropriate level of information to share, and other characteristics. For this project is was assumed that all agents share the same set of group patterns. That is, they share the same culture.

A “group pattern” is defined as a pattern of characteristics that fit a group as a whole. In theory, a group might be defined by very general criteria like number or degree of homogeneity but this approach produced unsatisfying results because it did not allow for key oppositions (such as a married couple usually being of the opposite sex, or news show debate partners being agents with different opinions and values). So the method described here defines group patterns as socially constructed and allows for diverse criteria. A family with parents and children is a group. A group of all male agents with an interest in playing sports is another group. A group of agents who prefer following or rebelling against social conventions of interaction are yet other examples of group patterns. Two agents who are arch-enemies and have opposing goals or values might engage in joint behavior such as taunting each other. Thus a group is defined by the presence of absence of key specific differences as well as similarities. This level of specificity is useful when determining what activities are appropriate for the group to partake in, what kind of personal information is appropriate to share, and the likely characteristics of other agents. We might also want to know to what extent the group is temporary or permanent, formal or informal in conversational structure, and so on. Since real-world agents are often part of multiple groups at the same time and often have only partial membership in a number of groups, we allow an agent to converse drawing on multiple patterns at once. 

The example below is a typical group pattern:
name: close friends
action options: talk, gossip, play, hang out, go out on the town
group size: two or more agents
other criteria: same sex, same values, same age, same interests, same class, same location
interaction: high intimacy level, long-term duration, informal interactions
Each pattern has a “name” for organizational purposes. The name might be used in conversation.
A list of “action options” describes typical behaviors all members of the group engage in together. These are useful for conversation (such as posing options to other agents) as well as implementation in an environment, such selecting from a set of possible robotic actions to take.

“Group size” is important since groups such as married couples are (traditionally) two agents, while a sports team necessarily consists of many agents. If two agents meet all other membership criteria except group size, then in theory they might form a goal for recruiting other members. But this was not yet implemented in the system.

Besides number of agents, there are specific qualifications, some “hard” (necessary) and others “soft” (typical but not necessary.) For example, a formally married couple must have a marriage license; if not, they are a common law couple or are living together. Fine distinctions like these permeate real-world social institutions but this project only looked at general social data like sex, age, and so on so all qualifications were considered “soft.” This encourages fuzzy membership: an agent may belong to multiple groups at once with greater match to some over others. Some close friends might be of different ages or even have different values as long as other criteria match. This allows for diversity and “room to grow.” Thus patterns are not strictly defined boxes; they are prototypes and actual groupings may only be close. A cut-off point of 65 percent match to a pattern struck a balance between flexibility and realism. 
“Interaction” includes the structure, tone and expectations of social interactions. A marriage is generally expected to last a long time and be informal in interactions. A conversation between a motorist and a police officer is likely short-term and formal. Although many qualities are possible, three were chosen as essential: intimacy level, formality of interaction, and expected duration. 

Intimacy level (everything, high, medium, low, and none) indicates which variables agents ask each other for. A separate data file linking variable values to intimacy levels allowed agents to interact appropriately. Intimately level is also useful in other ways, such as whether or not it is socially appropriate to tell bawdy jokes.
Formality of interaction indicates whether the agent actively and directivity asks for information, or if information is allowed to come to light on its own over the course of interaction (or more often, multiple interactions.) If an agent’s purpose is to gather data for a commercial transaction with a customer, then a formal interaction is usually more appropriate (the client’s information is needed to complete the sale). In contrast, in a potential romantic situation, directly asking for “data” might be effective but an informal style can also be very effective.
Expected duration is also important. An interaction in a marketplace as part of a chance encounter between patrons generally does not last hours for example, while a telephone conversation between close friends might. Functionally, agents give cues near the start of any interactions indicating the expected length, such as “I have a few minutes, let’s talk.” And interactions that don’t match expected length provide feedback about the status of an agents’ group membership.
3.3 Modeling Other Agents’ Minds
This includes empathizing and strategizing as well as determining the characteristics of other agents and what they know about each other. Each agent may wonder, how much do other agents know, what information is incorrect or incomplete, and do they think they know? This function appears to be useful when agents engage in negotiation, lying or other forms of deception. Knowledge of group membership also indicates other agents’ likely characteristics. If agent “A” has an interest in sports and is a member of sports team group, then he can induce that the other agents present in the group also have an interest in sports. This induction may be incorrect, but it is likely and guides social interaction even when no dialog has occurred between two agents! The criteria for group membership is a shortcut to understanding other agents and having quick, smooth and effective interactions.  Information about other groups an agent belongs to is also useful, to further fill, verify and triangulate characteristics. Knowledge of group membership can also inform of about other agents’ character (trustworthiness). Appearance is also important. What characteristics are advertised? The original Socialbot software was modified to include information that an agent believes is obvious to others based on its appearance as an animated character. Finally, just as agent “A” make inferences about agent “B”, so too can agent “A” infer that agent “B” makes inferences about “A.”
3.4 Leadership and Group Roles
Group roles are important task process and group decision making. For example, a “get to know you” phase might be done by querying the group as a whole, or querying specific members only; or quarrying each member one at a time. When one agent request, “everyone please give your name and age”, then each agent should be able to act in turn, not jumbled all together. Other times, all agents might be asked to perform together, such as reciting a song. These challenges can be solved by following a group leader. Even an egalitarian group such as a circle of friends has a tacit (informal) leader. A leader might be observed as the agent with more or less air-time, or as the agent one who initiates or makes decisions. But signs of leadership vary because agents vary in personality and behavior by context, such as the agent with the most expertise or clout. In many situations, the “leader” is the one who is the group’s “focal point” at any a given time. In this framework, leadership is assigned to the agent with the highest group membership rating. A scapegoat, a role seen in many groups, is assigned to the agent with the lowest group membership rating. This is not the only way but beta-testing suggested its realism.

4. THE SYSTEM IN ACTION
A user-modifiable virtual world called Social-Spark was created to test the methods developed here. Virtual agents with pre-defined identities are placed in a fixed-perspective-3D user-defined environment similar to The Sims™. Floor tiles of different kinds correlate to physical structures and possible actions in the physical environment. Figure 4 depicts a moment of the software in action.
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Figure 4. Social-Spark, a virtual world to test multi-agency between natural-language capable characters.

Like The Sims™, the user can “possess” a character and drive its interactions. Specifically, the user can move it, select actions, pick up or put down objects, attack other agents, or direct dialog to other agents (one or the group). Alternatively, an “iterate” button in the lower left hand corner allows for a hands-free simulation where agents autonomously direct actions and dialog to each other. Agents move toward or away from each other based on group membership. Physical groupings emerge.
The Social-Spark environment is still otherwise graphically primitive. For example, characters do not yet reorient to who their speaking to, or have gestures like the Socialbot actor. Ideally, agents’ output is coded to reflect what would be obvious in a real face-to-face interaction as indicated by body language. For example, is the message to the group with simultaneous or turn-taking responses, or to one particular agent. This is a future goal for this project. 
The big difference from The Sims™ is that the dialog in Social-Spark is constructed and processed at the grammar level, with the same detail as the one-on-one Socialbot interactions. Each agent is a Socialbot informed by group patterns. What happens when some agents are more or less group-aware has not been explored yet. Characters remember each others names, make inferences about each other from the dialog, perform math calculations, and so on. And they organize and select actions based on the group patterns that emerge. Interactions are wholly dialog based; that is, agents do not use appearance or observation of others. The environment is purely to show multiple agents together at once. The full scope of Social-Spark will be described in a future paper.

5. CONCLUSION
Methods were presented for handling some important aspects of interaction between agents using natural language for exchange of socially relevant information. Aspects of interaction include: tracking multiple agents, determining group patterns (including appropriate action options), querying for and sharing information appropriately, coordinating social tasks, and modeling other agents’ minds. The core framework is the “group pattern.” Just as individual agents can be thought of as having a suite of behaviors for handling back-and-forth interactions, so to do groups have patterns. These patterns specify qualifications for membership, action options to take, appropriate kinds of information to share, and some typical group roles such as leader and scapegoat. Although general enough to handle various aspects of group interaction, this approach is insufficient by itself to handle many other aspects such as who faces whom when speaking. Nor does a purely language-based approach allow for the role of appearance and observation of others’ actions and body language. Future work will hopefully address these, with the continuing goal of maximum simplicity for the purpose of modification by non technical users. 
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